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Control and Systems Theory --- Mathematics into Engineering or Engineering into Mathematics?
Prof. Eric Rogers
University of Southampton
The title here is the one I used for my inaugural lecture at the University of Southampton in 2003.  At that time, supporting software and hardware developments had begun to undermine the not infrequent claims from some of the control engineering community that `all this control theory will never be applied.' Twenty-one years later, there are statements such as `we can use software to do control design and so no need for more theory.'  In this lecture, I aim to make the case that control and systems theory and control engineering coexist using case studies from several areas, including healthcare, lasers, and flow control.

Controlling discrete and continuous state non-equilibrium systems
Dr Luke Davis
University of Cambridge
In this talk I will outline the derivation of a versatile framework for the control of nonequilibrium systems with internal driving, that exhibit discrete and continuous states. The framework combines recent developments in stochastic thermodynamics and response theory. I will then briefly present proofs of concepts of this framework, through the solution of a one-body control problem, an active Orntstein Uhlenbeck particle in a trap, and a many-body control problem, that of phase separating active Brownian particles. In this talk I will focus on the building-up of the framework, rather than on the applications.

Control-based continuation for deformable bubbles
Dr Alice Thompson
University of Manchester
 Applied mathematicians often aim to understand physical problems by formulating a model and analysing its solutions. Ideally the model would be in good agreement with reality and its predictions largely correct, so that inferences can be made about control and optimization. But how do we assess the performance of the model itself? We can compare observations from experiments to model predictions, but usually only for stable states.  Unstable states can be dynamically important but are usually harder to access in experiments. In this talk, I discuss how feedback control, in the guise of control-based continuation (CBC), can be used to detect and stabilize unstable states in experiments, without necessarily requiring a model at all. I will illustrate within the context of deformable bubbles in a fluid-filled Hele-Shaw cell, where we have recently used CBC in laboratory experiments for static bubble deformation, as well as in numerical experiments for propagating bubbles. In both cases, CBC appears to be a practical scientific tool that can be used to access and explore otherwise inaccessible regimes.

Active control of falling liquid films using a hierarchical model approach
Dr Susana Gomes
University of Warwick
Falling liquid films are typical interfacial flows which exhibit an interesting range of (nonlinear) behaviours, from flat films to travelling waves and chaotic-looking interfaces. They are a canonical problem in fluid dynamics and have a range of industrial applications, including coatings or microchip cooling. In these applications, one would usually want to control them to have a desired interface shape.
I will present a linear control strategy valid for simple models for falling liquid films, and show how to adapt it to work for the full nonlinear problem. I will discuss robustness of controls across models, and finally show how they perform in direct numerical simulations of the Navier-Stokes equations for the full problem.

Structural Identifiability Analysis: An Important Tool for Systems Modelling and Control
Prof. Mike Chappell
Leader, Systems and Information Engineering Discipline Stream,
Leader, Biomedical & Biological Systems Laboratory,
School of Engineering, University of Warwick, Coventry CV4 7AL, UK.
For many systems (certainly those in biology, medicine and pharmacology) the mathematical models that are generated invariably include state variables that cannot be directly measured and associated model parameters, many of which may be unknown, and which also cannot be measured.  For such systems there is also often limited access for inputs or perturbations.  These limitations can cause significant problems when investigating the existence of hidden pathways or attempting to estimate unknown model parameters and this can severely hinder model validation.  It is therefore highly desirable to have a formal approach to determine what additional inputs and/or measurements are necessary in order to reduce or remove these limitations and permit the derivation of models that can be used for practical purposes with greater confidence.
Structural identifiability arises in the inverse problem of inferring from the known, or assumed, properties of a system a suitable model structure and estimates for the corresponding rate constants and other model parameters.  Structural identifiability analysis considers the uniqueness of the unknown model parameters from the input-output structure corresponding to proposed experiments to collect data for parameter estimation (under an assumption of the availability of continuous, noise-free observations).  This is an important, but often overlooked, theoretical prerequisite to experiment design, system identification and parameter estimation, since estimates for unidentifiable parameters are effectively meaningless.  If parameter estimates are to be used to inform about intervention or inhibition strategies, or other critical decisions, then it is essential that the parameters be uniquely identifiable. 
Numerous techniques for performing a structural identifiability analysis on linear parametric models exist and this is a well-understood topic.  In comparison, there are relatively few techniques available for nonlinear systems (the Taylor series approach, similarity transformation-based approaches, differential algebra techniques and the more recent observable normal form approach and symmetries approaches) and significant (symbolic) computational problems can arise, even for relatively simple models in applying these techniques.
In this talk an introduction to structural identifiability analysis will be provided demonstrating the application of the techniques available to both linear and nonlinear parameterised systems.

Innovations in Fully Probabilistic Control and Decentralization
Dr Randa Herzallah
University of Warwick
In this talk, we explore the development and application of the Fully Probabilistic Control (FPC) framework, emphasising its ability to manage uncertainty in complex systems. We begin by introducing the foundational principles of FPC, which is based on using probabilistic models to optimise decision-making under uncertainty. We then introduce the generalisation of the FPC method to accommodate functional uncertainty, thereby enhancing its robustness and applicability to a broader range of real-world applications.
The effectiveness of the generalised FPC approach in handling dynamic and uncertain environments, is demonstrated through its application to classical systems, specifically the control of an F-16 fighter aircraft. Additionally, we extend the discussion to quantum systems, focusing on spin dynamics, to highlight the framework’s adaptability and potential in managing quantum uncertainties.
Finally, we introduce the decentralisation of FPC, an advancement that enables distributed control architectures suitable for multi-agent systems. By combining theoretical advancements with practical applications, this presentation aims to provide a comprehensive understanding of the current state and future potential of Fully Probabilistic Control frameworks in various domains.

Finite Element Approximation of Hamilton-Jacobi-Bellman equations with nonlinear mixed boundary conditions
Dr Max Jensen
University College London

We show strong uniform convergence of monotone P1 finite element methods to the viscosity solution of isotropic parabolic Hamilton-Jacobi-Bellman equations with mixed boundary conditions on unstructured meshes and for possibly degenerate diffusions. Boundary operators can generally be discontinuous across face-boundaries and exhibit type changes. Robin-type boundary conditions are discretised via a lower Dini derivative. In time the Bellman equation is approximated through IMEX schemes. Existence and uniqueness of numerical solutions follows through Howard's algorithm.

Linear Quadratic Optimal Control
Dr Mark R. Opmeer
University of Bath

We discuss the classical problem of minimizing a quadratic cost function under linear differential (or differential-algebraic) constraints. The minimizer can be expressed in terms of the solution of (a suitable generalization of) an algebraic Riccati equation. We will also discuss a numerical method for solving algebraic Riccati equations.

Optimal actuator design: from topology optimization to neural surrogate
Dr Dante Kalise
Imperial College
 
Optimal actuator and control design is studied as a multi-level optimisation problem, where the actuator design is evaluated based on the performance of the associated optimal closed loop. This problem is traditionally studied in the framework of shape and topology optimisation. However,  the evaluation of the optimal closed loop for a given actuator realisation is a computationally demanding task, for which the use of a neural network surrogate is proposed. The use of neural network surrogates to replace the lower level of the optimisation hierarchy enables the use of fast gradient-based and gradient-free consensus-based optimisation methods to determine the optimal actuator design. The effectiveness of the proposed surrogate models and optimisation methods is assessed in a test related to optimal actuator location for heat control.


Robustifying neural networks: A control theory approach
Dr Ross Drummond
University of Sheffield

This talk will describe some results on applying ideas from robust control theory to design and interpret neural networks. The basic idea is to use results from absolute stability theory to train neural networks with robustness guarantees built in. Furthermore, a method to represent model predictive control directly in terms of a neural network is also discussed. The overriding goal is to turn robustness analysis problems for neural networks into synthesis problems to overcome some of their limitations. 

Controlling combustion in cement plants
Dr Michael Craig
Carbon Re

Cement production is responsible for 8% of CO2 emissions globally. While we depend on this material for our infrastructure, it is essential we reduce its burden on the environment. One significant source of emissions in this process is in the combustion of fuels which are required to heat material to required temperatures. We have attacked a source of inefficiency in this process, in particular the misspecification of air:fuel ratios in the dynamic environment of a cement plant.
I will present an overview of cement production and describe the current method we use to improve cement combustion by controlling air flows using model identification adaptive control, leading to roughly 20 tons of CO2 emissions savings per day. I will then discuss iterations on our work aiming to further improve performance by policy learning.


Passivity theorems for forced Lur'e inclusions and equations, and consequent entrainment-type properties
Dr Chris Guiver
Edinburgh Napier University

I will discuss Lur’e systems ---  a class of nonlinear control systems. I will present a suite of recent so-called input-to-state stability results for certain forced Lur’e differential inclusions. These results provide a basis for the analysis of forced Lur'e differential equations subject to (almost) periodic forcing terms and, roughly speaking, ensure the existence and attractivity of (almost) periodic state- and output-responses, a property sometimes called entrainment. One ultimate aim is to provide a robust and rigorous theoretical foundation for a well-defined and tractable ``frequency response'' of forced Lur'e systems.
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