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The next generation of intelligent cyber-physical and IoT systems powered by AI 
are becoming an essential part of our environment. Smart cities, smart 
manufacturing, augmented reality, industry 4.0, and self-driving cars are a few 
examples of the wide range of domains, where the applicability of such systems is 
extremely impactful. However, the efficient management of these complex 
applications on the distributed edge infrastructure — often referred to as the Cloud-
to-Edge compute continuum — including their deployment on heterogeneous 
computing resources and their run-time reconfiguration to take into various 
considerations such as resource requirements and constraints, potential volatility 
of resources, or dynamically changing security requirements, raises significant 
challenges. 



The efficient and effective management and processing of huge amounts of data 
in such systems has to deal with versatile requirements such as the need to 
process some data locally rather than in a central cloud location due to regulations, 
performance constraints, low latency analytics closer to the source, privacy and 
security constraints, context-awareness, time- and location awareness, 
simultaneous access to geographically distributed arrays of sensors, access to 
remote localised heterogeneous computational resources, as well as access to 
large-scale on-the-fly multi-cloud computational resources 

[1]. To deal with this complexity, a resource management solution — often 
referred to as an orchestrator — is used to automate, and manage the overall 
requirements including the responsibility to discover, optimise, and manage 
the required resources, deployment and management of application life-cycle 
management whilst ensuring system stated performance 
objectives. 
 
[2]. Most of the available solutions mainly follow a centralised model, where 
an entity — often operating from the cloud — gather, process, analyse, and 
orchestrate from a central location. Such a model works well for cloud-only 
systems. However, considering the decentralised nature of the edge 
infrastructure, where resources span across different layers of clouds, fog and 
edge, a centralized model fosters significant drawbacks, e.g. communication 
overhead consists of the continuous transfer of recurrent monitoring data from 
different administrative domains to a central location, the associated data 
privacy and security issues, volatile connectivity, lack of scalability, single 
point of failure, and being an easy central target for cyber-attacks. 
 
[3]. In contrast, a decentralised orchestration solution is a more natural fit 
considering the distributed nature of edge infrastructure. Hence, more 
recently, with the advancement in edge infrastructure, there is a lot of focus 
on the development of a new class of distributed solutions for the 
management and optimisation of distributed edge infrastructures [4, 5, 6, 7]. 
In the same realm, this project aims to explore and investigate the possibility 
of using swarm-inspired self-organised coordination mechanisms for devising 
orchestration strategies to manage the automated deployment and life-cycle 
management of IoT applications on distributed edge infrastructure whilst 
complying with system-stated constraints and performance objectives. 
 
Our research in this project is centred around the distribution of intelligent 
orchestration agents across the edge infrastructure, the understanding of their 
underlying characteristics required for self-organisation, The dynamic 
formulation of swarms, and their coordination amongst each other for the 
accomplishment of the available tasks regarding achieving application 
objectives. Overall, this project aims to achieve the following key objectives: 
1. To investigate, understand and benchmark the notion of decentralisation 
within the context of orchestration solutions. 
2. To describe, map, and formalise the problem of application and resource 
management on distributed edge infrastructure within the context of self-
organising swarms. 
3. To implement an initial prototype based on a simple self-organising 
swarms-based system using a simulation environment (such as iFogSim [8]) 
to evaluate and benchmark the effectiveness of such an approach for the 
management of distributed edge infrastructures. 
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Candidate characteristics 
 
Education:  

Minimum 2:1 degree in Computer Science  
 
Subject knowledge: 

Software engineering, computer programming, cloud technologies, and 
machine learning. 

 
Essential attributes: 

• Experience of fundamental software engineering 
• Competent in one (or some) programming languages 
• Knowledge of Cloud, IoT, Machine learning, and Microservices architecture 
• Good written and oral communication skills 
• Strong motivation, with evidence of independent research skills relevant to the 

project 
• Good time management 

 
 
 
 
 


