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Project description:  

The PhD aims to evaluate the security of code generated by foundation models, 
with a primary focus on identifying vulnerabilities and potential threats that could 
pose risks to software systems and data. As the use of generated codes in software 
development becomes increasingly prevalent, ensuring the security of generated 
code is of paramount importance.  This doctoral thesis embarks on an in-depth 
exploration of the security implications and vulnerabilities inherent in code 
generated by foundation models. As the adoption of AI in software development 
becomes increasingly widespread, the need for a comprehensive understanding of 
the security risks associated with generated code is paramount. This research 
project aims to provide valuable insights, tools, and guidelines to enhance the 
security of AI-assisted development.  
Objectives: 
The key objectives of this project include: 



1) Analyzing the code generation process of foundation models to understand 
potential security implications. Identifying common vulnerabilities and coding 
errors present in generated code. 

2) Developing a comprehensive set of security guidelines and best practices for 
using foundation model generated code. 

3) Creating tools and automated processes so foundation model generated code 
are more secure. 

4) Raising awareness about the potential security challenges associated with 
generated code. 

Several researchers have identified even Large Language Models create 
vulnerabilities [1] and [2].  Our team is well known for its works on Software Security 
[3].  BBC, The Register has published articles on our researches and 
StackOverflow published blogs about them. We are to investigate how to use 
Foundation Models to create secure code. 
The research is expected to yield a more efficient and secure approach to code 
generation in software development. This could potentially reduce the incidence of 
security vulnerabilities and improve the overall quality of software. Additionally, it 
could lead to the development of tools that assist developers in producing secure 
code more rapidly and with fewer errors. 
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Candidate characteristics 
 
Education:  

A second class honour degree or equivalent qualification in Computer Science, 
Software Engineering, Cyber Security and Artificial Intelligence 

 
Subject knowledge: 

• Software Programming 
 
Essential attributes: 

• Experience of software engineering, AI and cyber security  
• Competent in computer programming 
• Good written and oral communication skills  
• Strong motivation, with evidence of independent research skills relevant to the 

project 
• Good time management 

 
 



Desirable attributes: 
• Expertise in Software Security 

 
 
 
 


