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The rapid advancements in natural language processing (NLP) have been 
significantly propelled by the development of large language models (LLMs) such 
as GPT-4, BERT, and T5. These models have shown remarkable capabilities in 
various tasks, including language generation, translation, summarisation, and 
more. However, evaluating these models poses unique challenges due to their 
complexity, scope, and the diverse applications they support. This PhD research 
aims to develop comprehensive evaluation methodologies for large language 
models, addressing both quantitative and qualitative aspects. This PhD project will 
explore existing evaluation metrics, propose novel metrics, and establish a holistic 
framework that balances performance, interpretability, and ethical considerations. 
Background and Significance: 
Large language models have transformed the field of NLP, achieving state-of-the-
art results in numerous benchmarks. Despite their success, the evaluation of these 
models remains a multifaceted challenge. Traditional metrics like BLEU, ROUGE, 



and perplexity provide limited insights into the models' true capabilities and 
limitations. Moreover, as LLMs are deployed in real-world applications, 
considerations such as fairness, bias, and ethical implications become critical. 
Therefore, a thorough and multi-dimensional evaluation framework is necessary to 
understand and improve LLMs comprehensively. 
BLEU, ROUGE, METEOR, and perplexity have been widely used for evaluating 
language models, focusing on aspects like fluency, coherence, and syntactic 
accuracy but often failing to capture semantic nuances and contextual 
appropriateness. Human judgments, considered the gold standard for evaluating 
generated text quality, are resource-intensive and may suffer from subjectivity and 
inconsistency. Additionally, models are often evaluated based on their 
performance on specific tasks such as translation, summarisation, and question 
answering, which, while useful, do not provide a comprehensive view of the 
model's general language understanding and generation capabilities. 
Furthermore, studies have shown that large language models (LLMs) can 
propagate and even amplify biases present in the training data, making it crucial to 
evaluate these models for fairness and bias to ensure equitable and unbiased AI 
systems. Additionally, understanding the decision-making process of LLMs is 
essential for trust and accountability, and existing research on model 
interpretability will inform the development of evaluation methods that provide 
insights into model behaviour. 
Indicative Research Questions: 
1. What are the limitations of current evaluation metrics for large language 

models? 
2. How can we develop novel metrics that better capture the performance and 

limitations of these models? 
3. What role do ethical considerations play in the evaluation of large language 

models, and how can these be integrated into the evaluation framework? 
4. How can we balance quantitative and qualitative evaluation methods to provide 

a holistic assessment of large language models? 
The expected contributions include a detailed critique of existing metrics, novel 
metrics for semantic and contextual quality, ethical evaluation metrics, and a 
holistic evaluation framework balancing quantitative and qualitative assessments. 
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Candidate characteristics 

 
Education:  

Minimum 2:1 degree in Computer Science, Artificial Intelligence or similar  
 
Subject knowledge: 

Large Language Models  
 
Essential attributes: 

• Strong background in NLP and machine learning 
• Knowledge of evaluation metrics 
• Excellent programming skills 
• Attention to detail  

 
 
 
 
 


