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Recent advances in the development of Large Language Models (LLM) have 
depended on high-levels of computational power and the use of extremely large 
data sets for training the models. This is a problem when building models for lesser-
used languages. For example, Gàidhlig (Scottish Gaelic) is an important cultural 
resource and heritage language in the UK, but as the current speech community 
and web presence of the language is comparatively small, there is insufficient data 
for training language models to a high standard. 
This problem can be addressed in a number of ways, including creating new 
corpora, investigating methods of augmenting the existing training data, or 
employing transfer learning from models built for related languages (such as the 
Irish gaBERT). 
 
This project aims to survey the state of the art in Gàidhlig language models, then 
investigate methods to enhance these models given limited training data, and 
thereby build and evaluate improved language models, which may be used for 



tasks such as named entity recognition, part-of-speech tagging, and dependency 
parsing. 
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Candidate characteristics 
 
Education:  

Minimum 2:1 degree - Artificial Intelligence, Computer Science, Statistics, 
Linguistics  

 
Subject knowledge: 

Natural Language Processing, Machine Learning  
 
Essential attributes: 

• Self-motivated 
• Numerate 
• Programming Experience  

 
Desirable attributes: 

• Working knowledge of Scottish Gaelic 
 
 
 
 


