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Project Title: Characterising Automatically Generated Text 
 
Project description:  

Research is needed to understand the differences between human and machine 
generated text. Prior research has focused on identification of identification of 
deceptive text, such as phishing attempts or bot-generated tweets. There is, 
however, less work on identifying other forms of generated text such as automatic 
translations, or text that has been recorded by ‘essay assistant’ software. This 
project would focus on characterising the differences between human generated 
and machine generated text, for example by comparing originally authored material 
with automatically rewritten versions. 
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Candidate characteristics 
 
Education:  

A first-class honours degree, or a distinction at master level, or equivalent 
achievements in Computer Science, Data Science, Linguistics 

 
Subject knowledge: 

• Experience of fundamental machine learning models  
• Competent in Python programming 
• Knowledge of linguistics or natural language processing 
 

 
Essential attributes: 

• Good written and oral communication skills  
• Strong motivation, with evidence of independent research skills relevant to the 

project 
• Good time management 

 
 
 
 


