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AI-enabled IoT systems are becoming an essential and integral part of our daily 
lives. For example, systems like e-health, smart homes, and smart manufacturing 
have already demonstrated a huge impact. This breed of IoT applications raises 
challenges in regard to efficient data collection and processing strategies, location 
awareness, reliance on specific and heterogenous computational, adherence to 
complex data privacy and security objectives, compliance to the ability of IoT 
devices to provide quality service, social trust (ST) among the owners of IoT 
devices at different layers, and Low latency [1]–[3]. These challenges raise serious 



concerns in regard to the commonly used centralized cloud model for such 
systems. Hence, the dynamic compute continuum spanning across cloud-fog-edge 
infrastructure has emerged as the new promising model to support the 
requirements of on-demand access to a shared pool of configurable, heterogenous 
and dynamic set of computational resources [4], that can be used for the execution 
of the next generation of IoT systems.  
The coordinated management and optimization of these resources is the 
responsibility of an orchestration solution, which is usually governed by a set of 
deployment and runtime reconfiguration strategies [5]. These strategies must 
address the key versatile requirements of IoT applications that include but are not 
limited to, simultaneous access to a distributed set of resources, dealing with 
heterogeneity, high dynamicity, diversity of resource types and most importantly 
uncertainties (e.g., volatile connectivity, mobility etc.) of the underlying distributed 
environment [6], [7]. Furthermore, the structural topology of an application may also 
change due to the tasks' completion or changes in the executing environment [8], 
[9] such as changes in traffic patterns, and resource availability [10], [11]. In such 
a highly dynamic environment, resources and application components (micro-
services) need to be deployed and reconfigured to ensure the uninterrupted 
execution of the IoT applications according to the system's stated QoS objectives. 
To deal with this highly dynamic and distributed nature of the compute continuum, 
existing centralized solutions, frequently suffer from scalability, latency, and privacy 
issues, while typical distributed methods fail in regard to the system's 
heterogeneity, variability, and uncertainty.  
The objective of this research is to seek the development of new solutions based 
on the decentralisation of intelligence across a dynamic compute continuum. More 
particularly, this research will be the confluence of three key aspects: Use and 
retrieval of contextual information across the entire spectrum of the compute 
continuum, decentralizing architecture for distributing the execution of intelligence 
in the compute continuum, and use of ML techniques for decision making regarding 
application deployment, and reconfiguration.  
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• Competent in one (or some) programming languages 
• Knowledge of Cloud, IoT and Microservices architecture 
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• Strong motivation, with evidence of independent research skills relevant to the 
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