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Hyper-heuristics (HH) have been successfully used to solve combinatorial 
problems from different problem domains, such as vehicle routing, bin packing and 
constraint satisfaction problems. HH were introduced under the acclaim that they 
are applicable to different problems without modification, in an attempt to produce 
more generalizable techniques that could be applied without the time consuming 
task of tailoring and tuning an algorithm specifically for the problem. Results on 
different problem domains indicate that HH suffer from the same issues as other 
biologically inspired search methods, namely that increasing performance on one 
problem domain, or a subset of problem instances from a domain has a negative 



effect on the performance on other problem domains, or different problem 
instances. 
The task of tuning an algorithm is a complex task that often requires expert input, 
and a large amount of time and resources. Once tuned this information is typically 
disregarded and the algorithm needs retuned when faced with a different problem. 
The project will use machine learning to identify correlations between algorithm 
performance and problem attributes in an attempt to identify the best approach to 
be used for solving a particular problem. A background in biologically inspired 
search algorithms is essential as is a good knowledge of machine learning 
techniques and combinatorial search problems. 
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Candidate characteristics 
 
Education:  

A second class honour degree or equivalent qualification in Computer Science or 
a closely related discipline.problems. 

 
Subject knowledge: 

• Biologically Inspired Optimisation algorithms  



• Combinatorial  Optimisation 
• Good Programming Skills 

 
Essential attributes: 

• Experience of fundamental computer science, with strong programming skills.  
• Competent in statistical analysis and feature reduction techniques 
• Knowledge of optimisation in combinatorial domains 
• Good written and oral communication skills  
• Strong motivation, with evidence of independent research skills relevant to the 

project 
• Good time management 

 
Desirable attributes: 

• Knowledge of optimisation and/or problem solving techniques applied to real-
world problems. 

 
 
 
 


