
 
 

School of Computing, Engineering, and the Built Environment 
Edinburgh Napier University 

 
 

PHD STUDENT PROJECT 
 
 

Funding and application details 
 
Funding status: Self-funded students only 
 
Application instructions:  
Detailed instructions are available at https://www.napier.ac.uk/research-and-
innovation/research-degrees/how-to-apply 
 
Prospective candidates are encouraged to contact the Director of Studies (see details 
below) to discuss the project and their suitability for it. 
 
 

Project details 
 
Supervisory Team: 

• DIRECTOR OF STUDY: Bill Buchanan (Email: B.Buchanan@napier.ac.uk) 
• 2ND SUPERVISOR: La Spada, Luigi 

 
Subject Group: Cyber-security and system engineering 
 
Research Areas: Artificial Intelligence, Cyber Security, Data Science, Machine 
Learning, Networks  
 
 
Project Title: Large Language Models (LLMs) for Cryptographic and Cybersecurity 
Threat Model Building 
 
Project description:  

LLMs can be applied to cryptography and cybersecurity by taking weakly structured 
definitions in written English and then matching these to formal models. This 
includes structured definitions for cryptographic methods and then matching to 
cryptographic primitives [10]. With cybersecurity, it is also possible to match LLMs 
to formal models, such as with the MITRE framework [1-7] and to take a stateful 
approach to matching network traffic profiles to threat actors and associated 
campaigns [8]. This PhD aims to thus match vague abstractions of a cybersecurity 
threat, and link these to more formal models, and then into associated mitigation 



techniques, including how adversaries could modify threats to overcome existing 
network defences. 
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Candidate characteristics 
 
Education:  

A second class honour degree or equivalent qualification in a Computer Science-
related area or Electronic Engineering with a good fundamental knowledge of 
software development. 

 
Subject knowledge: 

• Cybersecurity 
 
Essential attributes: 

• Experience of fundamental areas of cybersecurity. 
• Competent in software development 
• Knowledge of cloud-based systems. 
• Good written and oral communication skills 
• Strong motivation, with evidence of independent research skills relevant to the 

project 
• Good time management 



 
Desirable attributes: 

• Strong interest in encryption and cryptography. 
 
 
 
 


