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This aim of this research is to improve the audio quality of synthesized procedural 
audio sound effects, optimising parameters through the use of differential digital 
signal processing (DDSP) techniques. Physically inspired synthesis techniques 
often used for procedural audio sound effects [1], where basic knowledge of the 
sound producing process and behaviour modelling are integrated within the 
synthesis process. Previous research has incorporated deeper knowledge of the 
physical processes to improve the quality of the sounds synthesised, but it is still 
possible for listeners to identify synthesised sounds when compared to the 
recorded samples [2].  



DDSP covers a number of techniques where signal processors are integrated 
within neural networks [3]. Through backpropagation of loss functions, the signal 
processors can be optimised for specific synthesis models.  
One drawback of physically inspired procedural models is that potential critical 
aspects of the physical process as well as the behaviour model that controls the 
sound synthesis process can be missed. By training the parameters of the 
synthesis models using DDSP, based on pre-recorded samples, it should be 
possible to capture missing elements of the models, (behaviour etc), and apply 
these to new synthesis models. Similar separation of the sounds generated by a 
musical instrument has been carried out in [4] where the performance data is 
preserved while the timbre. 
The use of DDSP and neural networks for the purposes of sound effects is an 
ongoing area of research.  DDSP has more recently be used to generate sound 
effects [5] or inspired vocalisation synthesis techniques [6], and different neural 
synthesis approaches to foley have also been explored [7, 8, 9, 10]. This research 
looks to build on this body of research, using DDSP to control new physically 
inspired sound effect models, to improve behaviour and plausibility, and ultimately 
the quality of synthesised sound effects.  
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Candidate characteristics 
 
Education:  

A first-class honours degree, or a distinction at master level, or equivalent 
achievements in Computer Science, Sound and Music Computing, Music 
Technology, Sound Design, Acoustics or Artificial Intelligence 



 
Subject knowledge: 

• Digital Signal Processing 
• Sound synthesis techniques 
• Artificial Intelligence 

 
Essential attributes: 

• Experience of fundamental digital signal processing techniques 
• Basic understanding of sound synthesis principles 
• Good written and oral communication skills  
• Strong motivation, with evidence of independent research skills relevant to the 

project  
• Good time management  
• Experience of audio programming fundamentals  
• Experience of python programming language, command line and linux 

computing environments 
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